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BHAVAN'S VIVEKANANDA COLLEGE

Or SCIE1\-CE, HUMANITIES AND CONIMERCE
(Reaccredited with 'A' grade by NAAC)

Autonomous College - Affiliated to Osmania University
Department of Computer Science

.PROGRAM NAME: M.Sc. (Computer Science), (w.e.f. 2025-2026)

COURSE NAME: ARTIFICIAL INTELLIGENCE

PAPER CODE: CS30l
YEARJSEMESTER: IIlIII

PPW|,l
NO. OF CREDITS: ,l

CObl: To inculcate knowledge about Artificial Intelligence and the search stategies for solving
problems.

COb2: To Paraphrase the concepts of Leaming.

COb3: To.implement the Game playing logic in various real-time applications.
COb4: To Summarize the concepts of Machine Leaming.

Unit-I tsHrs.
Introduction to Artilicial Intelligence: Introduction, AI Techniques, Problem Solving with AI,
AI models, Data Acquisition and Leaming aspects in Al.
Problem Solving: Problem-Solving Process, Formulating Prcblem, Problem types and Characteristics.
Problem analysis and Representation, Problem Space and Search - Defining the Problem as a State-
Space Search, Issues in Design ofSearch Programs, Problem Reduction Methods.
Uniformed Search: General Search Algorithm, Searching for Solutions, Prcblem-Solving Agents,
Control Stmtegies, Uniformed Search Methods, Breadth First Search (BFS), Unilbrm Cost Search,
Depth First Search (DFS), Depth Limited Search (DLS), Iterative Deepening Search (lDS).
(Ch:1, 2 & 3)

Unit - II 15 Hrs,
Informed Search: Generate and Test, Best First Search, Greedy Search, A* Search, Admissible
Heuristic, Memory Bounded Heuristic Search, IDA+, AOt Search.
Intelligent Agents! What is an intelligent agent? Precept, Agent Function, Representation of Agent
Function as a Subset ofAgent Progmm, Rationality and Rational Agents, Task Environment Properties,

Types ofAgents, what is Constaint Satisfaction Problem? (CSP) (Only Definition).

ct +:-55i I ':i
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COURSE OBJECTM.. To help the students understand and practice concepts of AI, Learning &
Planning Techniques and Neural Networks.

UNIT-WISE COURSE OBJECTIVES:

Board ofStudies in CSE
Dept. ofComputer Science & DnBg.
ColleSe OfEngg., O.U. Hyderabad.
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Knowledge rnd Reasonirg: Knowledge Representation Approaches and Issues of Knowledge

Representation, Knowledge based agents, Predicate Logic, Representing Fats in Logic: Syrtax and

Semantics, Representing Knowledge using rules, Declarative and Procedural Knowlcdge, Logic

Programming, Forward and Backward Reasoning, Types ofReasoning. (Ch:4, 5, 6 & 7)

t
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Unit-III lsHrs.
Uncert&in Knowledge and Reasoniag: Unc€(ainty and Methods, Bayesian Probability and Belief

Network, Bayesian Inference, Belief Network - Forward and Backward Reasoning, Perception, other

techniques in Uncenainty and Reasoning Process Non-MoDotonic Reasoning, Data Mining, Fuzz)

Logic, Knowledge Engineering, Ontological Engineering.

Plrtrriog: lntroduction, Planning Problem- Components of Planning System, Basic PlaDning

Represent4tion, Simple Plaruring agert, Plaming languages- Stanford Research Institute Problem

Sftiper (STRIPS), Action Description Language (ADL), Planning Domain Descliption Language.

Learnitrg: What is Machine Leaming? Conc€pt, Scope of Machine Leaming, Goals of Machine

Leaming, Challenges of Machine Leaming, Leaming paradigms, Leaming concepts, mcthods antl

models - Rote Leaming, Leaming from Observations, Supervised Leaming, Unsupervised Leaming,

Semi-supervised Leamillg, Ensemble Leaming Discovery-Based Leaming, Leaming by Problem

Solving, Anificial Neural Networks-based leaming, Backpropagation Algorithm, Reinforcement

Leaming Model, Q-Leaming. (Ch - 8, 9 & l0).

Prcscrib
l. Parag

Private Limited., Eastem Economy Edition -2021

w

Unit - IV: l5 tlrs.
Erpert Systems: Introduction, Architectue of Expert System, Parameters in building an Expert Systenl

Confidence Factors, Knowledge Acquisition, Self-explaining System, Rule-based Expert Systems,

Forward and Backward chaining, Frame-based expert systems' Uncertainty Management in Expen

Systems, Expert System and DSS, Pros and Cons ofExpert Systems,
pattern Recognition & Game Playing: Machine Perception and Pattern Recognition, Classification,

Object R€cognition, Template Matching Theory, Prototype Matching Theory, Ganre Playing'

lntioduction, Important Concepts in Game theory, Came Classes, Game Strategies, Game as Searcli

Problem, Minimax Approach, Minimax Algorithm.
Neural Neturork-based Learning: Intr;duction, Historical Developmenls of Neural Networks'

Concepts and teminologies of ANN, Applications, and exalnples of Artificial lntelligence, Range of
Applicatio$, AI : Applications and Examples.

(ch-l l, 14, 15, l7 & l9).

ed Book:
iulkami, Prachi Joshi, Artificial Intelligence: Building Intelligent Systems, PHI Leaming
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R€ference Books:
l. Nils J Nilsson, Artificial [ntelligence: A New Synthesis, Morgan Kaufmann Publishers, 2011.

2. Elaine fuch, Kevin Knight, Shivashalkar B Nair, Adficial Intelligence, Mccraw Hill Education
(India) Private Limited, Third Edition. 2009.

3. Stuart Russell, Peter Norvig, Artificial Intelligence: A Modem Approach, Prentice Hall series, Fourth
Edition 2022.

4. Eugene Chamiak, Drew McDermott, Intioduction to Artificial Intelligence,
Pearson Education Limited, Fourth Impression 2009.

5. Vinod Chandra SS, Anand Hareendran S, Artificial Intelligence and Machine Learning, PHI
Leaming P!'t. Ltd., Eastem Economy Edition. Second Edition 2020.

COURSE OUTCOMES: By the end ofthe course students will be able to:

CS30l CO1: Analyze AI problem-solving techniques and their applications.

CS30l CO2: Demonstrate an understanding ofvarious learning models and algorithms.

CS30l CO3: Develop Al-driven solutions using game-playing strategies.

CS30l CO4: Evaluate and apply Machine Learning algorithms to real-world problems.

Employability Aspecti Artificial I[telligence enhances elrployability by geDeratirg new tech jobs and

\^ry +
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increasing productivity thrcugh automation and data-driven insights.
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE. HUMANITIES AND COMMERCE
(Reaccredited with ,A, gradc by NAAC)

Autonomous College - Affiliatcd to Osmania Univcrsity
Department of Computcr Sciencc

PROGRAM NAME: M.Sc. (Computer Science), (rv.e. f. 2025-2026)

COURSE NAME: COMPILER DESIGN

PAPER CODE: CS302
YEATUSEMESTER: IUIII

PPWi 4
N(). OF CIiEDITST 'l

COURSE OBJECTM,.To enable students with the concepts of compiler and different phases
involved in compiler design.

UNIT-WISE COURSE OBJECTIVtrST

CObl: To.inculcate knowledge on major concept areas oflanguage translation, phases in conlpiler
in compiler design

COb2i To demonstrate the concepts ofva ous parsing techniques in syntax analysis.
COb3: To inculcate knowledge on three address code, storage allocation methods in runtime

environment.
COlr4: To illustrate the concepts offlow ofgraphs and code geueration in target machine.

Unit -I: 15 Hrs.
Iltroduction To Compiling: - language processors, phases ofa compiler, a model for a compiler front
end, Cousins ofthe Compiler, Grouping ofPhases.
A Simple Syntax-Direct ed Tmnslator: syntax-directed translation, parsing, a banslator for simple
expressions.
Lexical Analysis: The role of Lexical Analyzer, lnput Buffering, specification of tokens, the lexical
analyzer generator-Lex, Intoduction-Data structures in compilation. (Ch-1,2,3).

Unit - II: 15 Hrs.
Sytrtax Analysis - Role ofthe parser, Top-Down Parcing: Introduction, Context free grammar, w ting a
grammar, recursive-descent parsing, LL(1) grammars, predictive parsing, preprocessing steps required
for predictive parsing. Bottom-up parsing - shift reduce parsing, SLR parsing, CLR parsing and LALR
parsing, Itrtroduction-error recovery in parsing, handling ambiguous grammar. Iltroductiou to parscr
generatoN- YACC.
Semantic analysis syntax-directed definitions, Definition-evaluatiol order for SDD's, application of
sDT. (Ch-4, s)

CHAIRPERSON
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Unit - III: 15 Hrs.
Intermediate-Codc Generation: syntax trees, three-address code, types and declarations, tlanslation of
expressions, type checking.
Runtime Environment: storage organization, stack allocation of space, heap management, storage
allocation for arrays, strings and records, Definitions-intoduction to garbage collection and trace-based
collection. (Ch-6,7).

Unit - IV: 15 Hrs.
Code_Generation: lssues in the design ofcode generator, target language, addresses in the target code,
basic bloc\s and flow graphs, optimization ofbasic blocks, peephole optimization.
Code Optimization: principal souces of optimization, data flow analysis, Definitions-constant
propagation, partial redundancy elimination, loops in flow graphs. (Ch-8,9).

Prescribed Book:
1. A. V. Aho, Monica S. Lam, Ravi Sethi, J. D. Ullman, Compilers principles, Techniques, & 1'ools,
(2e),2006.

COURSE OUTCOMES: At the end ofthe course students will be able to

CS302 CO1: Summa ze the major concepts of language translation and compilerdesign phases
CS302 CO2: Comprehend various parser techniques of SLR, CLR, LALR.
CS302 CO3: Familiarize with tkee address code, expressions, storage allocation arrays, strings

and records.
CS302 COd: Acquire knowledge on code generator, basic llow ofgraphs and data flow anal,vsis

Employability Aspect: Compiler design skills enharce enployability by enabling the developmcnt of

CHAIBPEHSON
BOS in ComPrlter Science-^

Bhavan's Vivekananoa vu,Ev"

1

Reference Books:
L Dick Grune, Henry E. Bal, Cariel T. H. Jaaobs, Modem Conpiler Design, 2000
2, Kenneth C. Louden, Compiler Constuction Principles and Practice, 1997
3. Thomas w. Parsons, Intoduction to Compiler Construction, 1992
4. Andrew N. Appel, Modern Compiler lmplementation in C, 1998.
5. John R. Levin, Tony Mason, Doug Brown,LEX &y ACC,1992
6. Cooper, Linda, Engineering a Compiler, 2003

optimized software and advanced language processing tools.
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMMERCE
(Reaccredited with ,A, grade by NAAC)

Autonomous College - Affiliated to Osmania University
Department of Computer Science

PROGRAM NAMf,: M.Sc. (Computer Science), (w.e. f.2025-2026)

COURSE NAME: NETWOITK SICURITY

PAPER CODE: CS303( \)
YIiAIUSEI\Il!STER: Il/l II

PPW: 4
NO. OF CREDITS: 4

COURSE OBJECTIVE,.To enable students with the concepts ofNetwork Secudty, different key
encryption and decryption techniques.

UNIT-WISE COURSE OBJtrCTIVf, S:
CObl: To inculcate computer network security,
COb2: To demolstrate the concepts ofthe conventional and public key cryptosystem

algorithms.
COb3: To inculcate knowledge on authentication techniques and algorithms.
COb4: To illustrate the concepts ofcryptographic algorithms, key encryprions and Internet

Secuity.

Unit-I: l5Hrs.
Overview of Network Security: Computer Secudty Concepts, the OSI Security Architecture, Security
Attacks. SecrLrity Services, Security Mechanisms, a Model for Network Security.
Classical Encryption Techniques: Symmetric Cipher Model, Substitutiol Techniques, Transposition
Techniques, Rotor Machines, Steganography.
Block Ciphers and the Data Encryption Standard: Traditional Block Cipher Structure. the Data
Encryption Standard (DES), A DES Example, Stength ofDES.
Block Cipher Operation: Double DES, Triple DES, Electronic Code Book, Cipher Block Chaining
Mode, Cipher Feedback Mode, Output Feedback Mode, Counter Mode.
(ch-I,2, 3 & 6).

c PEFSON
BOS in Computer Science

Bhavan's Vivekananda ColleJe
SalnikPuri
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Unit-Il: 15 Hrs.
Advanced Encryption Standard (AES): The origins AES, AES Structure, AES Round Functions,
AES Key Expansion, an AES Example, AES Implementation.
Pseudorandom Number Generation and Stream Ciphers: Principles of pseudorandom Number
Generation, Pseudorandom Number Cenerators, Pseudorandom Number Generation using Block cipher,
Stream Ciphers-RC4.
Public-Key cryptography and RSA: Principles ofPublic-Key Cryptosystems, the RSA Algorithm.

'! .i Studies in CSE
- L,ip.rter Science & Engg.
Jf Engg., O.U. Hyderabad.



Key Management and Distribution: Symmetric Key Distribution Using Symmetric Encryption and
Asymmet c Encryption, Distribution of Public Keys, X.509 Certificates, Diffie-HelLnan Key
Exchange. (Ch-5,7, 9 & 14).

Unit - III: 15 ltrs.
Cryptographic Hash Functions: Applications of Cryptographic Hash Functions, Trvo Sirrple Hash
Functions, Secure Hash Algorithm (SIIA) & MD5 Algorithm.
Message Authe,tication codes: Message Authentication Requirenents, Message A,theiticatiorl
Functions, Requirements for Message Authentication Codes, Security of MACS,
MACS Based on Hash Functions: HMAC, MACs Based on Block Ciphers: DAA and CMAC.
Digital Signatures: Digital Signatues, NIST Digital Signatures Algorithm. (Ch-11,12 & 13).

Unit - IV: 15 ttrs.
Transport-Level Security: Web Security ConsideratiorN, Secure Sockets Laycr (SSL). Transport
Layer Secu ty (TLS), HTTPS, Secure Shell (SSH).
E-Mail Security: Pretty Good P vacy, S/MIME.
IP Security: IP Security Overview, lP Security Architecture, Encapsulating Security payload,
Combining Security Associations, Intemet Key Exchange.
Intruders, Virus and Firewallsi Intruders, lntrusion Detection, password Management, Virus and
Related Tl eats, Countermeasures, Firewall Design Principles, Types ofFirervalls.
(ch-17 , t9,20,21 ,22 & 23).

Prescribed Book:
l. William Stallings, CryptogBphy and Network Security - Principles and practice (6e), 2013

Reference Books:
l. Zhenfu Cao, New Directions ofModem Cryptography. 2012
2. Douglas R. Stinson, Cryptography Theory and Practices, 2018
3. Tom St Denis, Simon Johnson, Cryptogmphy for Developers, 2006
4. Joseph Migga Kizza, A Guide to Computer Network Security 6e, 2024
5. A. Menezes, P. Van Oorschot, S. Vanstone, Handbook ofApplied Cryptography, 2018
6. Henk C.A. van Tilborg, Sushil Jajodia, Encyclopaedia ofCryptography and Securify, 2011
7. Keith M. Martin, Everyday Cryptogmphy-Fundamental Principles and Applications, 2017
8. Chwan-Hwa Wu, J. David Irwin, Introduction to Computcr Networks and Cyber Security, 2013
9. Saiful A.zad, Al-Sakib Khan Pathal, Practical Cryptogaphy-Algorithms and Implenentation, 2014

COURSE OUTCOMES: At the end ofthe course students will be able to:
CS303(A) COl: Outline the basic secu ty issues and classical encryption techniques.
CS303(A) CO2; Comprehend the Public Key Cryptosystems and how the keys are exchaoged

among different participating entities.
CS303(A) CO3: Acquire knowledge on Message Authenlication algorithms and inpoftance o1i

Digital Signatures.
CS303(A) CO4: Comprehend various Transport layer level Security.

Employability Aspect: Network security expertise boosts employability by protecting systems

CH BPERSON
BOS in ComP uter Science
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMMERCE
(Reaccredited with 'A' grade by NAAC)

Autonomous College - Affiliated to Osmania Unive rsity
Department of Computcr Science

COURSE NAME: BLOCK CHAIN AND CRYPTO CURRENCY TECHNOLOGIES

PAPER CODE: CS303(B)
YEAIVSEMESTERI II/III

PI'\Y:,I
NO. OF CRLDI IS: {

COURSE OBJECTM.'To enable students with the concepts of Block chain and Crypto Curency
Technologies.

UNIT-WISE COURSE OBJECTIVES:

CObl: To demonstrate the concepts ofCryptography, Types ofCryptography
COb2: To demonstrate the concepts Block chain, Currency Exchange.
COb3: To describe the tunctionalities ofBitcoin & Mining.
COb4: To'illustrate Community, Politics, and Regulation ofBitcoin.

Unit- l: 15 Hrs.
Introduction to cryptography and crypto currencies: Foundations of Cryptography and security:
ciphers and secret messages. security attacks and services.
Mathematical tools for cryptography: substitution techniques, modula. arithmetic. Euclid's algorithm,
finite fi elds, polynomial arithmetic.
Design Principles of Block Ciphers: Theory ofBlock cipher Design. Feistel cipher network structure,
DES and Triple DES. modes ofoperation (ECB. CBC. OFB, CFB). strength ofDES.
(T. Book- I : Ch- I , T. B ook-2'. Ch-2j ,5 &7)

I.lnit- II: 15 Hrs.

BIock chain Achieves: Decentralization - Centralizations. Decentralization- Distributed consensus,

Corcersus with - out identity using a block chain, incentives and proof ofwork- Simple Local Storage,

Hot and Cpld Storage, Splitting and Sharing Keys, Online Wallet
Transaction Fees, Cunency Exchange Markets. (T. Book-l: Ch-2)

s and Exchanges. Payment Services

\*'ry
CHfffPEFSON
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Unit- III: 15 Hrs.
Mechanics of Bitcoin: Bitcoin transactions, Bitcoin Scripts, Applications of Bitcoin scripts. Bitcoin
blocks, The Bitcoin network, Limitations, and improvements.
Bitcoin Mining: The task ofBitcoin miners. Mining Hardware. Energy consumption and ecology,
Mining pools, Mining incentives and strategies.
Bitcoin a[d Anonymity: Anonymity's. How to De-anonyn]ize Bitcoin. Mixilg, Decentralized
Mixing, Zerocoin and Zerocash. (T. Book-l: Ch-3, 5 & 6)

Unit- IV: 15 Hrs.
Commulity, Politics, and Regulatiotr: Consensus in Bitcoin, Bitcoin Core Software, Stakeholders
Who sin Charge. Roots of Bitcoin. Covemments Notice on Bitaoin, Anti Money Laundering
Regulation, New York's Bit License Proposal.
Bitcoin as a Platform: Bitcoin as an Append only Log. Bitcoins as Smart Prope(y, Secure Multiparty
Lotteries ih Bitcoin, Bitcoin as Public Randomness. Source- Predictiou, Markets and I{eal World Data

Feeds. (T. Book-l; Ch-7 & 9)

Prescribed Book:
l. Narayanan, A., Bonneau. J., Felten, E-, Miller, A., and Goldfeder. S. (2016). Bitcoin and crypto

currency technologies: a comprehensive introduction. Princeton University Pless.

2. William Stallings, Cryptography and Network Secu ty. Pearson 2004.

Referertc€ Books;
L Antonopoulos, A. M. (2014). Mastering Bitcoin: unlockiug digital cryptocurrencies. OReilly Medi4

Inc.2023
2. Franco, P. (2014). Understanding Bitcoin: Cryptography. engineering and economics. John Wiley

and Sons

CS303(B) COI: To relate and understand Cryptography, Types ofCryptography.
CS303(B) CO2: To relate and urderstand Block chain, Currency Exchange.

CS303(B) CO3: To relate and understaDd Bitcoin & Mining.
CS303(B) CO4; To relate and understand Community, Politics, and Regulation ofBitcoil

Employability Aspect: Expertise in blockchain and cryptocurrency technologies boosts employability

by advaocing secure transactions and decentralized innovations.

w
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COURSE'OUTCOMES: Ar the end ofrhe course students will be able to:
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ffifiiiilfldff. BHAVAN'SVIVEKANANDACOLLEGE
OF SCIENCE, HUMANITIES AND COMMERCE

(Reaccredited with 'A' grade by NAAC)
Autonomous Collegc - Affiliated to Osmania University

Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (w.e. f.2025-2026)

COURSE NAME: BIG DATA ANALYTICS

PAPEII CODE: CS30-l(C)
YEAR/SEMES.TER: IUIII

PPW: 4
NO. OF CREDITS: ,l

COURSE OBJf,CTM..To enable students with the concapts of big data, handling huge dara for
analytics.

UNIT-WISE COURSE OBJECTIVES:

CObl: To inculcate knowledge on Big Data, Applications and Hadoop ecosystem
COb2; To inculcate knowledge on MapReduce fundamentals.
COb3: To demonstrate the usage of YARN, Hive and Pig Latin Sc pt.
COb4: To illustrate the concepts ofOozie, NoSQL and Big Data Analytics.

Unit-I: lsHrs.
Overview of Big Data: What is Big Data? Evolution of Big Dati, Structuring Big Data, Elemenls of Big Data.

Big Data Aralytics.
Exploring thc Use ofBig Data in Business context: Use of Big Data in Social Networking. Use of Big Dara in
Preventi[g Fraudulert Activities, Use of Big Dala in Detecting Fraudulent Activities in Insurance Sector. Use of
Big Data in Retail tndustry.

Introducing Technologies for Handling Big Data: Distributed and Parallel Cornpuring lbr Big Data.

introducing Hadoop.

Understan0ing Hadoop Eco System: Hadoop Ecosystem. HDFS, Map Reduce. Hadoop YARN. IIBase. Ilivc,
Pig and Pig Latin, Sqoop. Zookeeper, Flume, Oozie. (Ch- l, 2, 3 & 4).

Unit-II: 15Hrs.

Understandilg MapReduce Fundamentals arld HBase: The MapReduce Framework, Techniques to

optimize MapReduce Jobs. Role of HBase in Big Data processirrg. Exploring thc Big Data Stack, VirtLralization

and Big Data, Vidualization Approaches.

Storing Data in Databases and Data warehouses: RDBMS and Big Data, Non-Relational Database,

integrating Big Data with relatioDal Data warehouses. Big Data Analysis and Data warehouse, ChaDgiDg

Deployment Models in Big Data Era

12
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Processing Your Data with MapReduce: Developing Simple MapReduce Application, points to Consider
while Designing MapReduce.

Customizing MapReduce Execution: controlling MapReduce Execution with Input Format, Reading Data with
custom RecordReader. orgaDizing output Data with output fomats. customizirg Data with llecoralwriter.
optimizing MapReduce Execution with combiner, Implementing a MapRedlrce program for softing'fext Data.
(ch-5,6 &7).

Unit-III: lsllrs.
Understanding Hadoop YARN Architecture: inrroduction YARN, Advartages of YARN, YARN
Architecture. Workiog of YARN.
Explorilg Hive: hltroducing Hive, getting Started,,,with Hive, Hive Services, Dxta Types in Hlve. Built-ln
Functions in Hive. Hive DDL, Data Manipulation ii Hivc, Dara Retrieval queries, Using JOINS in Hire.
Analyzing Data with Pig: Introducing pig, Running pig. Cening Sraffed with pig LatiD, working wirh
operators in Pig. working with Functions in Pig, Debugging pig, Error Handling in pig. (Ch- I l, l2 & 13).

Unit-Iv: 15Hrs.
Using Oozie: introducing Oozie, installing and configure oozie, understandiDg the oozie WorkUow. Silnple
Application.

NoSQL Data Maugementi irtroduction to NoSQL, Types ofNoSeL Data Models, Schema-Less Darabases.
Materialized views. Distributed Models. Sharding. MapReduce partitioning and combining. Composing
MapReduc€ Calculations.

Understanding Analytics and Big Data: Comparing Reponing and Analysis, Types of Anatytics.
Developing an Analytic Team.

Analytical Approaches a d tools to A dyze Dala: Atralytical Apploaches. History of Allal\tical 'l'ools,

Introducing Analytical Tools, Compariug Various Analytical Tools. (Ch-14,I5,18 &19).

Prescribed Book:
L D.T. Editorial Services. Big Data - BlackBook (dream tech),2016

Reference Books;
l. Radha S, M. Vijaya Lakshmi. Big Data Analytics 2016.
2. Arshdeep B and Vijay M. Big Data Science & Analyrics - A Hands-On Approach. 2016
3. Frank Ohlhorst, Big Data Fundamentals - Concepts, Drivers. Techniques 2012
4. Kuan-Ching Li, H Jiang, L T Yang, A Cuzzocrea, Big Data Algorithms, Analysis and Applications 2015.
5. Tom White, Hadoop: The Definitive Guide.20l5
6. Shiva A.chari, Hadoop Essentials.20l5
7. Alex Holmes, Hadoop in Practice. 2014

COURSE OUTCOMES: At the end of the course students will be able to:

CS303(C) COf: Acquire knowledge on Big Data, Applications and Hadoop ecosystem.
CS303(C) CO2: Be familiar with MapReduce fundamentals.
CS303(C) CO3: Execute the applicatiors ofYARN, Hive and Pig I-atiu Script.
CS303(C) CO4: Acquire krowledge on Oozie, NoSQL and Big Data Analytics.

Employability Aspect: Big data analytics skills boost employability by leveraging
strategic decisions and innovation

CI.iAIRPERSON
BOS in ComPuier Science

Bhavan's Vivekananda Collega
SainikPuri
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CObl: Develop competency to use the Pyrhon Programming Langruge.
COb2: Develop an appreciation for structues in natural language which compurers are

confronted with when processing nalural language.
COb3: Leirm various techniques under Natural Language Processing (NLP) to solve language

processing problems and Deep leaming in NLP.
COb4: Introduce frontier areas in NLP research.

BHAVAN'S VIVEKANANDA COLLEGE
OF SCIENCE, HUMANITIES AND COMMT'Ii,CE

(Reaccredited rvith 'A' grade by NAAC)
Autonomous College - Affiliated to Osmania University

Department of Computer Science

PROGRAM NAME: M,Sc. (Conrputer Science), (rv.e.t. 2025-2026)

PAPII]{ CODE: CS301(A)
YEATVSEI{BSTER: IIfl II

PPWI,l
NO. OF CREDITST 4

COURSf, OBJECTIVE.' To enable students with ttre concepts ofBig Data Anal)1ics

UNIT.WISE COURSE OBJECTIVES:

CiIAIRFERSON
BOS in CornrJier Scien.e

Bhavan's Vivekananda College
Sainikpuri

Unit-I: lsHrs.
Languxge Processilg and Python; Computing with Language: Texts ard Words. A Closer Look at
Python; Texts as Lists of Words. Computing with language: Simple Statistics, Back to Python: Makirg
Decisions and Taking Control. Autonatic Natural language Understalding.
Accessing Text Corpora and Lexical Resources: Accessing Text Corpora. Conditional Frequency
Distributions. Lexical Resources. WordNet. (T. Book-l:Clr- l&2).

Unit-II: lsltr.s.
Processilg Raw Text: Accessing Text from the Web and from Disk, Strings: Text Processing at the
Lowest Level, Text Processing with Unicode. Regular Expressions for Detecting Word Patterns. Useful
Applications of Regular Expressions. Normalizing Text. Regular Expressions for Tokenizing Text,
Segmentation. Formatting: From Lists to Strings.
Categorizing and Tagging Words: Using a tagger, tagged Corpora. Mapping Words to Properties.
Using Python Dictiona es, Automatic Tagging. N-Gram Tagging. Tramformation- Based Tagging.
How to Determine the Category of a Word. (T. Book-1: Ch-3 &5)

COURSE NAME: NATURAL LANGUAGE PROCESSING

14



unit-III: lsllrs.
Leaming to Classiry Text: Supervised Classification, Evaluation, Naive Bayes, Ciassifiers.
Deep Learning for NLP: Introduction to Deep Learning, Colvolutional Neural Networks, Recurrent
Neural Networks, Classirying Text with Deep leaming.
(T. Book-l: Ch-6 , T.Book-2: Ch-6).

Unit-IV: lsltrs.
Extracting information from Text: Information ExtractioD. Chunling, Developing and Evaluatirg
Chunkers, Recursion in Linguistic Structure. Named Entity Recognition, Relation Extraction_
Analysing Sentence Structure: Some Grammatical Dilemmas. What's the Use of Syrtax, Context-Ftee
Grammar, Parsing with Context-Free Grammar.
NLP applications: Topic Modeling, Text classification. Sentiment analysis, Word sense
disambigultion, Speech recognition and speech to text. Text to speech. Lalguage detection atrd
translation. (T.Book-1: Ch-7, 8, T.Book-2: Ch-9).

Prescribed Books:
L steven Bird, Ewan Klein, and Edward Lope, Natural Language Processing with Python. OReily.

2009.
2. Akshay Kulkami, Adarsha Shivananda, Natural Language Processing Recipes: Unlocking Text Data

with Machine Leaming and Deep Learning using Pythou. A press'2019
3. Allen Jarnes. Natural Language Understanding, Benjamin/Cumming, 1995. Charniack. Eugene.

Statistical Language Learning. MIT Press, 1993.
4. Chamiack, Eugene, Statistical Language Leaming, MIT Prcss, 1993.

Reference Book:
1. Dipanjan Sarkar, Text Analytics with Python (A press/Springer, 20I6)

COURSE,OUTCOMES: At the end of the cou|se students will be ablc to

CS304(A) COlr Use the Python programming language to solve general problems.

CS304(A) CO2: Process text by using NLP techniques such as lemmatization, POS tagging etc

CS304(A) CO3: Extract meaningfr information from a piece oftext.
CS301(A) CO4: Engage various NLP techniques to solve a pafiicular NLP probleo.

Employability Aspect: Natural Language Processing skills boost employability by porverilg

sophisticated language teclmologies and enhancitrg user itrteractions

CIIAIRPERSON
BOS in Computer Science

Bhavan's Vivekananda Coilego
SainikPuri
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PPW: 4
NO. OF CREDITS: {

COURSE OBJECTIVE: Explore web data mining fundamentals, supervised and unsupervised
leaming techniques, information retrieval methodologies, and link analysis conaepts, culminating in
proficiency with sentiment classification and web crawling shategies.

UNIT.WISE COURSE OBJECTIVES:

BIIAVAN'S VIVEKANANDA COLLEGE
OF SCIENCE, HUMANITIES AND COMMERCE

(Reaccredited with 'A' grade by NAAC)
Autonomous College - Affiliated to Osmania University

Department of Computcr Science

PROGRAM NAME: M.Sc. (Computer Science), (w.c.f. 2025-2026)

COURSE NAME: W[,B MININC

PAPtrR CODE: CS304(B)
YEATUSEMESTER: II/III

Ci.IAIRPEPSON
BOS in Computer Science

Bhavan's Vivekananda Collego
SainikPuri

CObl: Gain a comprehensive understanding ofweb data mining principles, covering the histoly ofthe
World Wide Web, association rules, sequential pattems, and their mining algorithms.
COb2: Develop proficiency in supervised learnilg techniques, including decision tree induqtion, rule
learning, classification based on associations, and Naive Bayesian classification for text and web data.
COb3: Explore the fundamentals ofinformation retrieval and web search metl'rodologies, encompassing
relevalce feedback, text and web page preprocessing, duplicate detection. ard conpression tcchniques.
COb4r Master the concepts of link analysis and web crawling, delving into social retwort analysis,
page ranking algorithms, core communities, and various web crawling strategies along with sentiment
classification based on sentiment phrases alld text classification methods.

Unit-I: l5Hrs.
Introductlon to web: Data Mining and Data Minilg Foundations, Introduction - wolld rvide rveb
(wv). A Brief History of the web and the internet, web Data Mining-Data Miiing. web lr4iniug. Data
Mining Foundations - Association Rules and Sequential patterns - Concepts of Association Rules.
Apriori Algorithm- Frequent Item set Generation, Association Rule Generation, Data ForDlats for
Association Rule Mining, Mining with multiple minimum supports Extended Model, Mining Algorithm,
Rule Generation. Mining Class Association Rules. Concepts of Sequential Pattems. Mining Sequential
patterns on GSP, Mining Sequential pattems on Prefix Span. Generating Rules fron Sequerltial patterns.
(ch-l & 2)

Unit-II: lsHrs.
Supervised and Unsupervised Lerrning: Superyised Leaming - Concepts, Decision Tree lnduction-
Leaming algorithm. [mpurity Functions, Handling ofContinuous Aftributes, Classifier Eva]uation. Rule
Induction-Sequential covering, Rule Learning. Classification Based on s, Nai Bayesian

16



Classilicatiol. Naive Bayesian Text Classification-Probabilistic Framework. Naive Bayesian Model.
Unsupervised Leaming - concepts, K-means Cluste ng, K-means Algoritlln, Representation of
Clusters, Hierarchical Clustering - Single link method, Complete link Method, Average link method.
Strength and Weakness. (Ch-3 &4).

Unit-IlI: lsHrs.
Information Retrieval and Web Search: Co[cepts of Information Retrieval, Information Retrieval
Methods- Boolean Model, Vector Space Model and Statistical Language Model, Relevance Feedback.
Evaluation Measures, Text and web Page Preprocessing -Stop word Removal Stemming, Web page
preprocessing, Duplicate Detection, Inverted Index and its Compression - Inverted Index, Search using
Inverted Index, Index CoNtruction, Index compression, Latent Semantic Indexing - singular Value
Decomposition, Query and Retrieval, Web Search, Meta Search, Vy'eb Spamming. (Ch-6).

Unit-IV: 1SHrs.
Link Analysis and Web Crawling: Link analysis - Social Network Analysis, Co-citation and
Bibliographic coupling, Page Rank Algorithm, HITS algorithm, Community Discovery- problem
Definition, Bipartite Core communities, Maximum Flow communities, Email Corurunities.
Web Crawling - A crawler Algorithm - Breath First Crawlers, Preferential Crawlers, Implementation
Issues Fetching, Parsing, Strop word removal, Link Extraction, Spider Traps, Page Repository,
Universal Crawlers, Focused Ctawlers, Topical Crawlers, Crawler Ethics and conflicts.
Sentiment Classification - Classification based on Sentiment Phrases, Classification UsiDg Texl
Classification Methods. (Ch-7,8 &ll).

Prescribed Book:
L Web Data Mining: Exploring Hyperlinks, Contents. and Usage Data by Bing Liu (Springer

publications) 2011

ReferencqBooks:
l. Data Mining: Concepts arld Techniques, Second Edition JiaweiHan. Micheline Kamber

(Elsevier Publications). 2022

2. Web Mining: Applications and Techniques by Anthony Scime. 2005

3. Mining fte web: Discovering Krowledge from Hypertext Data by Soumen Cbakrabarti. 2014

COURSE OUTCOMf,ST At the eud ofthe course studerts will be able 1o:

CS304(B) CO1: Acquire comprehensive understanding ol wcb data mining principles, covering the
history ofthe World Wide Web, association rules, sequential pattems, and their mining algorithms.
CS304(B) CO2: Acquire and Develop proficiency in supervised learning techniques, including decision
tree irduction, rule leaming, classification based on associations, and Naive Bayesian classilication for
text and web data.
CS304(B) CO3: Be familiar with fundamentals ofinfonnation retrieval and web search methodologies,
encompassing relevance feedback, text and web page preprocessing, duplicate detection, and
compression techniques.
CS301(B).CO4: Analyse the concepts of link analysis and web crawling, delving into social network
analysis, page ranking algorithms, core communities, and various web crawling stategies along with
sentiment classilication based on serltiment phrases and text classification methods.

Employability Aspecti Web mining skills increase employability by analyzing onli,)e data to uncover treDds aDd

ilrform business strategies

AIRPERSON
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PAPER CODE: CS304(C)
YEATUSEMESTER: II/III

BHAVAN'S VIVEKANANDA COLLEGE
OF SCIENCE, HUMANITIES AND COMIIIERCE

(Reaccredited rvith 'A' gradc by NAAC)
Autonomous College - Affiliated to Osmania University

Department of Computcr Science

PROGRAM NAME: M.Sc. (Computer Science), (w.e.f .2025-2026)

' COURSE NAME: DEVOPS

PPW: 4

NO. OF CII.EDITS: {

COURSE OBJECTM.'To enable students with the concepts of Big Data Anatlrics

UNIT-WISE COURSE OBJECTIVES:

CObl; To understand the principles and practices of Devops, including Agile developnrent, ITIL, ard
continuous delivery.

COb2: To explore the inlluence of DevOps on software architecture, including the concepts of
microservices, resilience, and database migmtions.

COb3: To leam about project management tools and prirctices in DevOps, including source code
control, Git servers, build automation with Jenkins, and testing methodologies.

COb4: To gain profrciency in deploying and managing systems using deployment tools such as Puppet,
Ansible, Chef, Salt Stack, and Docker, along with testing automation tools like Selenium.

Unit-I: 15Hrs.
Introduction: Introduction, Agile development model, Devops, and ITIL. Devops process and
Continuous Delivery, Release managemerlt- Scrum. Kanban. delivery pipeline. Bottlenecks, c\arDples.
Software development models atld Devops: Devops Litecycle for Busiress Agility, Devops, and
Continuous Testing. (Ch-1,2)

Unit-II: l5Hrs.
DcvOps influence otr Architecture: htroducing software architecture, The monolilhic scenario.
Architecture rulcs of thumb. The separation of concerns. Llandling database uriglations. Micrcservices,
and the data tier, DevOps, architecture, and resilience.
Introductiol to project management: The need for solrlce code control, The history of source code

managemdlt, Roles and code, source code management system and migrations, Shared authentication.

Hosted Git seryers. Diflerent Git server implementations. Docker intermission. Geffit, The pull request

model, Gitl,ab. (Ch-3,4)

\^P
.I]AIHPERSON
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Unit-III: 15Hrs.
Integrating the system: Build systerns, Jenl<ins build server, Managing build dependencies. Jenldns
plugins, aftd file system layout. The host server, Build slaves, Software on the host. T ggers. Job
chaining and build pipelines, build servers and infrastructure as code, building by dependency order,
Build phases, Altemative build servers, Collating quality measures. (Ch-5)

Unit-IV: 15Ers.
Testing Tools and automation: Various types of testing. Automation of testing Pros and cons.
Selenium - Introduction. Selenium features, Javasc pt testing. Testing backend integratiol points. Test-
driven development. REPl-driven development
Deployment of the system: Deployment systems, Virtualization stacks. code execution at the client.
Puppet master and agents, Ansible, Deployment tools: Chef, Salt Stack and Docker.
(ch-6,7)

Prescribed Books:
L Joakim Verona. Practical Devops, Second Edition. Ingram short title: 2nd edition (2018).

lSBNl0:1788392574.
2. Deepa\ Gaikwad, Viral Thakkar. DevOps Tools from Practitioner's Viewpoint. Wiley publications.

ISBN: 9788 I26579952, 2019.

Reference Books:
1. Len Bass, Ingo Weber, Liming Zhu. DevOps: A Software Architect's Perspective. Addison Wesley

ISBN-10.2015

COURSE OUTCOMES: At the eild olthe course studerts will be able to:

CS304(C) COI: Explain and apply Agile development principles, understand the Devops process, and
implement contiluous delivery practices in software development.

CS30{(C) CO2: Understand how DevOps impacts softrvare architecturc, including the tmnsition from
nonolithic to microscrvices architecture, resilience strategies, and database management techniques.

CS304(C) CO3: Gain hands-on experience with project management tools like Git, Jenkins, and

Docker, edabling them to efficiently manage source code, automate builds, and streamline deployment
processes.

CS304(C) CO4: Proficient in deploying and managing systems using various Devops tools,
implementing testing automation with Selenium, and applying best practices for system deployment,

conliguration management and infrastructure as code.

Employability Aspect: DevOps skills enhance employability by streamlining development and

operations, improving efficiency, and accelerating software delivery

BOS in ComPuter Science

Bhavan's Vivekananda Collegs
SainikPuri
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, IIUMANITIES AND COMMERCtr
(Reaccredited with 'A' grade by NAAC)

Autonomous College - Affiliated to Osm:tnia University
Dep:rrtment of Computcr. Science

JROGRAM NAMf,: M.Sc, (Computer Science), (w.e. f,2025-2026)

COURSE NAME: MOOCs lOntine NpTEL Coursesl

PAPER CODE: CS305 (AECC) progranr Duration:8 Wcetis
YEAR/SEMESTER: II/III NO. OF CREDITS:2

The students are advised to take NPTEL course on the topics other thatr curriculam-based
subjects.

MOOCs Guidelines (For MSc CS - 2 Credits, 8 Weeks)

I. Eligibility
. PG students M.Sc. (CS)-Any semester
. The course must be ofpostgraduate level, minimum 8 weeks, and worth 2 credits

II. Course Criteria
. Platform: SWAYAM / NPTEL etc.
. Duration:8 weeks
. Credits: 2
. Level: Postgraduate (PG)
. Assessment: Must have a proctored litral exam or certilication

III. Steps to Join
l. Choose a Suitable Course

o Visit official MOOC plarforms (like SWAYAM)
o Filter by duation (8 weeks), credits (2), and level (Postgraduate)
o Select a couse relevatrt to Computer Science- (Should not be part of the regular

syllabus)
2. Get Approval

o Inform the depatunent/faculty coordinator
o Submit course details for pre-approval (course name, platform, duration, syllabus)

3. Register Online
.o Create an account on the chosen platfom
o Enrol in the course before the registration deadline

cl.tAlRPERSON
BOS in ComP utor Science

avan's vivekan anda CollegeBh
SainikPuri

CHAIRMAN
Board ofStudies in CSE
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4. Track Progress
o Attend all weekly lectues
o Complete assignments on time
o Take part in discussionVforums (if any)

5. Final Certilication
o Appear for the final exam (ifrequired)
o Download the certificate upon successful completion

6. Instructiors for Applying
While registering for the MOOC, enter the correct institution details:

o Institution Code: 1072
o Institution Name Bhayan's Vivektnand College ofScience, Humanities dnd

Commerce

IV. Subrrission Requircments
. Submit:

o Course Completion Certificate
. To be submitted to the department for credit tmnsfer/evaluation

Notc: Tlrc students will be allotted the subjects that are avaihble in a particular year at NPTEL

,.:?$ld'$#ffian,,
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMMERCE
(Reaccreditcd rvith 'A' grade by NAAC)

Autonomous College - Affiliated to Osmanil University
Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (w.e. t.2025-2026)

COURSE NAME: ARTTFICIAL INTELLIGENCE LAII

PAPER CODE; CS30lP
YEAR/SEMESTER: IIflII

Wcek-3:
5 Wdte a program to Illustrate Different Set Operations.

Write a program to implement Simple Chatbot.

Week-5:
9. Write a program to inplenent Water Jug Problem.
10. Write a Program to Implement Tic-Tac-Toe game using Python.

ience
BO

PPW:,{
NO. OF CREDITS: 2

COURSE OBJECTIVE: To provide an Understand the potential benefits of using AI in knowledge-
sharing and management.

CObl: Identiry problems where anificial intelligence techniques are applicable.
COb2: To demonstrate the concepts ofbasic AI techniques; judge applicability ofmore advanced

techtiques.

Week-l:
I . Program to pdnt multiplication lable for given no.
2. Program to check \rhether the given no is prime or nor

Week-2:
3. Program to find factorial of the given no and similar programs.
4. Write a program to implenent List Operations (Nested list, Letgth, Concatenation, Membership,

Iteration, Indexing and SliciDg), List Methods (Add, Append, Extend & Delere)

6

Bhav
Collego
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Week-{:
7. Write a progmm to implement Breadth First Search Traversal,
8. Write a program to implement Depth First Search Traversal.
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Week-6
I l. Write a progEm to implement K-Nearest Neighbor algorithm

\Yeek-7:
12. Write a Program to Implement 8-Puzzle problem using python.

Week-8:
13. Write a Progmm to Implement Tmvelling Salesman problem using python.

Week-9:
14. Write a program to implement Regression algorithrn

Week-10:
15. Write a program to implement Random Forest Algorithm.

Week-11r
16. Write a Program to Implement Tower ofHanoi using python.

Week-l2:
17. Write a Prograo to Implement Monkey Banana Problem using python.

Week-13
18. Write a Program to Implement Alpha-Beta Pruning using python.

Week-14:
19. Write a Program to Implement 8-Queens Problem using Python.

COURSE OUTCOMES: At the erld ofthe cou$e. students are able to:

using AI techniques like searching and game playing

CS301P COI: Examine the issues involved in knowledge bases, reasoning systems and planniDg.
CS301P CO2: Apply difficult real-life problems in a state space representation so as to solve them

\^'Y
CiiAIH/PEF:JON
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMMtrIICE
(Reaccredited rvith .A' grade by NAAC)

Autonomous Collcge - Affiliate<I to Osmania Univcrsity
Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (rv.e. f . 2025-2026)

COURSE NAME: COMPILER DESIGN LAB

PAPER CODD: CS302P
YEAR/StrMESTER: IL{II

Wec -t:

PPW: 4
NO. OF CREDITS: 2

,a:T-a_r^9-r1a-9llvT:. 
To. proyiq: an Understanding of the language trarsrarioi peculiarities byoesrgtung colnptete translalor for nrini la guage.

59ll: I: ll",llry "owledge 
on major concept areas of Ianguage tEnstatior and compiler design.Lt Dl: ro demonstrate the concepts ofvarious storage allocation strategies implementea in

compiler construction

L W te a prograD to design tokel separator for the given expression

Week - 2

2. Write a program to implement a symbol table.

-3:

- {:

3. Write a program to develop a lexical analyzer to recognize a few pattetns.

4. Write a program to develop a lexical analyzer using Lex tool

-5:
5. Write a program to recognize a valid arithnetic expression using YACC

Week - 6:
6. W te a progmm to recognize a valid variable name using yACC

Week - 7:
7. Write a program to implement calculator using Lex ald yACC.

PEBSON
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W€€k - 8:
8. Write a program for implementing type checking for given expression

Week- 9:"
9. Write a program to convert the BNF rules into YACC

Week- l0:
10. Write a program to implement data flow and control flow analysis

Week - ll:
I l. Write a program to implement stack storage allocation strategies.

Week - 12

12. Write a program to implement heap storage allocation strategies.

Week - 13;
13. Write a program to construct a directed acyclic graph (DAC).
14. Write a program to implement the back end ofthe compiler.

\Yeek - 14

15, Write a program to implement simple code optimizarion technique.
16. Write a program to implement simple code optimization technique using do-while

Note:
) Recommended to use the C/LEX/YACC on Linux / Wirdows systems

COURSE OUTCOMES: At the end ofthe course. studerts are able to:

CS302P COI: Implement the concepts on compiler progranming using various software.
CS302P CO2: Inculcate knowledge in storage allocatiorl strategies and arithmetic calculatious

c i.l
BOS in mputer Sci6nce

Bhavan's Vivekananda Collego
Sainikpuri
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, TIUMANITIES ANI} COMMEITCE
(Reaccredited with ,A, grade by NAAC)

Autonomous College - Affiliated to Osmania Univcrsit1
Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (w.e.f. 2025-2026)

COURSE NAME: CLOUD COMPUTING

PAPER CODE: CS,l01

YEARTSEMESTER: IIlIV
I'P\Y:4
NO. OF CRIiDI'I S: ,l

COURSE OBJECTM: to enable students acquire knowledge on the concepts of cloud computing
environnent and the different services available.

UNIT-WIStr COURStr OBJECTIVf S:

CObl: To inculcate knowledge about new model ofcloud computing enviroment arld various
Cloud services.

COb2: To irfer the concepts ofnew cloud secu ty and seNices.
COb3r To'acquire knowledge on IT services and SLA.
COb4: To exemplifi the concepts ofon data secu ty, sexices, audits and MCC.

Unit - I: 15 Hrs.
Era of Cloud Computing (CC): Introduction, Cloud and Other Similar Configurations, CC Vs. peer-
to-Peer Architecture, CC Vs. Client-Server Architecture, CC Vs. Grid Computing, Compolents of CC,
Impact ofCC on Businesses.
Introducing Virtualization: Introduction, Virtualization Benefits, Implementation l,evels of
virtualization, virtualization at the os Level, virtualization structure, open-source vi ualization
Techflology, Xen Virtualization Architecture, Binary Translatjon with Full Virtualization.
Paravirtualization with Compiler Support, Virtualization of CPU, Memory, I/O Devices, Hardware
Support for Virtualization in Intel x86 Processoq Visualization in Multicore prooessors.

Cloud Computing Services: IaaS, PaaS, Leveraging PaaS for Productivity, Guidelines for Selecting a
PaaS Provideq Concerns with PaaS, Languages and PaaS, SaaS, DBaaS.
Cloud Conrputitlg and Business Value: key Drivers for CC, CC and Outsourcing" Types of
Scalability., Use of Load Balancers to Erhance Scalability, Variable Operating Costs Usillg CC, Ti[re-
to-market Benefits of CC, Distribution Over the Intemet, Levels of tsusiness Values from CC.
Cloud Types and Models: Private Cloud- Components ofa pdvate Cloud, lnplementation phases ofa
Private Cloud, Community Cloud, Public Cloud - Inrroduction, Hybrid Cloud, private Versus H),brid
Cloud.
(ch-r,2,3,4 & 6).

-,o.f.-W8I""""tsnavanl Vivekananda Collegs
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Unit - II: 15l{rs.
Open-Source Cloud Implementation and Administration: Open-source Eucalyptus Cloud
Architectures - Features of Eucalyptus, Hybrid Cloud Management, AWS Compatibility, Compute,
Networking, Stomge, Self - Service Provisioning, Cloud Management, Components of Eucalyptus,
Cloud Controller, Warlus, Cluster Controller, Storage Controller, Node Controller. VMrvare Broker,
Modes ofOperation, Managed Mode, Managed (No VLAN) Mode, System lvlode, Static Mode.
Cloud Deployment Techniques: Cloud Services Brokerage (CSB).
Recent rrends in cloud computing a,ld standards: Recent Trends, corflict of Interest lbr public
Cloud and lT Product Providers, Recent Trends in Security: BYOD and Encryption Exposrues, Recent
Trends in Cloud Standards, Cloud Ratings, CC Trends that arc Accelerating Adoption.
Host Security in the Cloud: Secu ty for the Visualization product, Host Security for SaaS, paaS &
IaaS.
Data Secqrity in the Cloud: Challenges with Cloud Data arld Data Security, Data Codjclerlliality and
Encryption, Data Availability, Data Integrity, Cloud Storage Gateways (CSGs).
Application Architecture for Cloud: Cloud Application Requirements, Service -Oriented Architccture
(SOA) for Cloud Applications.
(ch- 7, 8, 9, 10, 1l & l2).

utrir - IIL 15 l{rs.
Adoption and Use ofCloud by Small and Medium Busincsses (SMBS): place ofAdoption, Berefits.
Adoption Phases, Vendor Roles and Responsibilities, Selection Phases, provider Liability, providcr
Capabilities, Success Factors for Cloud Consumers.
Adoption and Use of Clouds by Enterprises: Adoption Process of public Clouds by Enterprises.
Migraling Applications ofthe Cloud: Cloud Migration Techniques, Phases During the tr4igration ofan
Application (o the Cloud.
IT Service Management for Cloud Computing: ITIL Based Service Managemert - hrlrodLrction -
Five Phases of IT Service Lifecycle and Topics Covered in Each Phase (Figure- l).
SLA with.Cloud Service Proyiders: Concept, SLA Aspects and Requirements, Credit Calculation for
SLA Breaches, Samples SLA 1; Amazon 53 SLA.
Risks ,Consequences, and Costs for Cloud Computing: Risk Assessment and Managemcnt. Risk of
Vendor Lock-in, Risk of loss of Control, Risk of Not Meeting Regulatory Cornpliances. Risk o1'

Resource scarcity or Poor Provisioning, Multi-Tenant EDvilol1ment, Risk of Failure, Risk o] Inadequate
SLA, fusk of Malware and lntenet Attacks, Risk ofManagernent of CloLrd Resources. Risk of Network
Outages, Risks in the Infrastructure, Legal Risk in Due to Legislation, Risks with Soliware and
Appliaation Licensing, Calculating Total Cost of Ownership (TCO) for Cloud Computing, Direct and
Indirect Cloud Costs, Cost Allocations in Cloud, Chargeback Models for Allocation of Direct ard
Indirect Cost , Chargeback Methodology, Billable Items.
(ch-14, 15, 16, t7, l8 &19).
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Unit-IV: lS Hrs.
AAA (Au'thentication, Authoriz.tior, and Accouraing) Admitristration for Clouds: The AAA
Model, Single Sign - On for Clouds, Industry Implementation for AAA, Autheltication Managcment in
the Cloud, SAML, Accounting for Resource Utilization.
Security ns A Service: Be[efits of Security- as- a- Service, ConcenN with Security-as-a-service,
Security Service Providers, Identity management as a Service (IdMaaS), Attributes of IdMaaS
Providers.
Cloud Certilications aod Audits: Certifications, Cloud Audir Fmmework, Cloud Auditing
Requirements.
Application Securiay in tbe Cloud: Cloud Application Softrvare Development Lifecycle SDLC, Cloud
Service Repo(s by Providers, Application Security in laaS, paaS and SaaS Environments.
Mobile Cloud Computitrg (MCC): Architecture of MCC, Benefits of MCC, MCC Challeugcs.
(ch-20,22,23,2s & 27).

Prescribed Book:
l. Kailash {, Jagannath K, Donald J H, Deven Shah, Cloud Cornputing - Black Book. 2016

Reference Books:
l. Rajkumar Bu1ya, Cloud Computing: Principles and Paradigrns, 2013
2. Arshdeep Bahga, Vijay Madisetti, Cloud Computing - A Hands-On Approach,20l4
3. David E.Y. Sama, Implementing and Developing Cloud Computing Applications, 2018
4. Kai Hwang, Distributed and Cloud Computing from Parallel processing to Intemet ofThing. 2011

COURSE OUTCOMES: At the end of the couse students will be able lo:

CS40l COI: Familiarize the major concepts related to Cloud Computing.
CS40l CO2: Summarize the concepts ofvirtualization and Cloud jtandards.

CS401 CO3: Outline the SMBS, lT Services and Securitv issues.
CS40l CO4: Acquire knowledge on Security, privacy, and Mobile related Cloud Compuling

Employabilify Aspect: Cloud compuring skills
solutions apd optimizing resouice management.

boost employability by enabling scalablc, flexible IT
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BIIAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMMERCE
(Reaccredited with ,A, gradc by NAAC)

Autonomous College - Affiliatetl to Osmania University
' Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (w.e, f. 2025-2026)

COURSE NAMtr: DATA SCIDNCE WITI{ R

Unit-III: l5Hrs.
Model Fit using R: Regression Models - Linear ad Logistic Model. classitication Models - Decisio,
Tree, Naive-Bayes, SVM and Random Forest. Clustedng Models - K Means and llierarchical
Clustering.
(T. Book 5: Ch-3,4,8, T. Book3: Ch-8,9,10, T. Bookl: Ch-3)

\t"-o)"

PAPER CODE: CS402
YEAIUSEMESTER: IIIIV

PPW: J

NO. OF CIIEDITS: ,l

COURSE OBJECTIVE.. To enable students with the machine learning algorithms using R _

Programming.

UNIT WISE COURSE OBJECTIVES:

CObl: To understand data science ard data preprocessing.
COb2; To'leam hypothesis fonnulation, candidate elimin-ation algo thm, and basics of R.
COb3: To explore model fitting using R and data visualization techniques.
COb4: To gaio knowledge ofmodel perfomrance evaluation methods.

Unit-II: lsHrs.
Concept Learning: Formulation of Hypothesis - probabilistic Approximately Conect Leaming VC
Dirnension - Hypothesis Elimination - Candidate Elimination Algorithm.
(T. Book l: Ch-2)
Essentials ofR: R s - Data Types and objects - contlol structurEs - Data Frame - Feature Ergineeri,g-
Scaling, Label Encoding and One Hot Encoding, Reductior.
(T. Book 3: Ch-15)

Unit-I: l5Hrs.
Data science: Intuoduction to Data science - Digital universe - Sources of Data - Information
Commons - Data Science Project Life Cycle: OSEMN Framework
(Book l: Chapter 2)
Datn Preprocessing: Intrcduction to Data preprocessing - Reading, Selecting, Filtering, Data -
Filtering Missing Values - Manipulating, Sorting, Grouping, Rearranging, Ranking Data,
(T. Book 3: Ch-3,5 & 7)

ci{*rHFE--fr<CN
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Visualization: Data Visualization: Box plot, Histogram, Scatter plot, Heat Map - Working with Tableau
- Outlier detection - Dala Balancing.
(T. Book 3: Ch-l)

Unit-IV: 15Hrs.
Performance Evaluation: Loss Function and E.or: Mean Squared Error, Root Mean Stluared E'or
(T. Book 2: Ch-2, T. Book 5: Ch-3)
Model Selection and Eyaluation Criteriai Accuracy. precision, Fl score, Recall Score - Binary
Predictive classilication - sensitivity - specificity, Recent Trends ad challerees in Data science.
(T.Book 3: Ch-8)

I
2

4
5

Doing Data Science: Straight Talk from the Frontline, By Cathy O'Neil, Rachel Schutt, 2013
Introduction to Machine Learning by Ethem Alpaydin, Fourth Editioq MIT press, 2020.
Hadley Wickham. Ganett Crolemund. R for Data Science: lmport, Tidy, Transfonn, Visralize, arcl
Model Data Paperback, 2017.
Han. J., Kamber, M., Pei, J. Data mining concepts and techniqucs Morgan Kaufiuauu, 2011.
Carl Shan, Henry Wang, William Chen, Max Song. fhe Data Science Handbook: Advice and
Insiglrt from 25 Amazing Data Scientists. The Data Science Bookshelf, 2016.

Reference Books:
l. James G.. 'dy'itten. D., T., Tibshirani, R. An Introduction to statistical leafl.ing with applicrtions in R-

Springer. 2013.
2, Names: Davies, Tilman M., author. Title:The book of R:a first cor.use in prograntming and

statistics / by. Tilman M. Davies. 2016

Prescribcd Books:

COURSE OUTCOMES: At the end ofthe course studerrs will be able to

CS402 CO1: Gaiu a thorough understarldilg ofdata science principles aDCl techniques lbr ellictive
data preprocessing.

CS402 CO2: Acquire skills in hypothesis fomulation, inplementing candidate elimination
algorithms, and utilizing R basics for data analysis.

CS402 CO3: Explore model fitting using R alld master data visualization techniques for insightful
data analysis.

CS402 CO4: Develop expertise in evaluating nodel performance using various methods ard metrics
in data science.

Employability Aspectt Data science with R skills boost employabiliry by enabling effective
in'rplementation ofmachine learning algorithms and data analysis.
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BHAVAN'S VIVEKANANDA COLLEGE
OF SCIENCE, HUMANITIES AND COMMERCE

(Reaccredited with 'A' grade by NAAC)
Autonomous College - Afliliated to Osmania University

Department of Computer Sciencc

PROGRAM NAME: M.Sc. (Computer Science), (rv.e. f. 2025-2026)

COURSE NAME: COMPUTER ORGANIZATION

PAPER CoDE: CS{03(A)
YIiAR/SEMESTER: IIllV

@tsIiffi

PPW:,1
NO. OF CREDITS: {

COURSE OBJECTIVE.. To enable students rvith the concepts ofdigilal corDputer operations,
a thmetic urit operations, I/O device communications and memory management.

UNIT-WISE COURSE OBJECTIVES:
CObl: To inculcate knowledge on basic structure and operation ofdigital logic circuits, digital

components. and data representalion.
COb2: To demonstrate register transfer language ald varior.rs tnicro-opcrations and coulputer

instluctions.
COb3: To discuss different ways ofregistering organizations, addressing modes and computer

arithmetic calculations.
COb4: To describe various data transfer modes, interrupts, VO communication and pipeline

coDcept and pamllel processing.

Unit - I: 15 ltrs,
Digital Logic circuits: Digital computers. Logic Gates, Boolean algebra. Map Sirnplification,
Combinational Circuits, Flip-Flops, Sequential Circuits.
Digital components: Integrated circuits. Decoders. Multiplexers. Registers. Shift Registers, Binary
Counters, Memory Unit.
Data Representation: Data Types (number systems- binary, octal, decimal and hexa<tecimal),
complements. Fixed point Representations, Floating point Representation. Binary Codes and Error
Detection Codes. (Ch-I,2 & 3).

Unit - II: 15 Hrs.
Register transfer atrd Micro-operations: Register Transfer Language, Register Transfer, Bus and
Memory T,ransfers, Aritbmetic Micro operations, Logic Micro operations and Sirift Micro operatiolls.

BOS in Computer Scienco
Bhavan's Vivekananda Collexe
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Basic Computer Orgaoization and Design: Instructior Codes, Computer Regislers, Computer
lnstructions, Timing and control, Insruction cycle, Memory Reference lnslructions, hp!(-outpu; ar.ld
Interrupt, Design ofAccumulator Logic. (Ch- 4 & 5).

Unit - lur 15 Hrs.
Programming the Computer: Machine Language, Assembly Language, the Assembler, program
Loops, Progran'rming Arithmetic and Logic Operations, Subroutines, Input-Output programming. -
central Processing ulit: Ggneral Register organization, Stack orga,ization, Instr.uction Formats,
Addressing Modes, Data and rransfer Manipuration, p.ograrn co.trol, Reduced r,strucrion set
Computer.
Computer Arithmetic: Addition and Subtraction, Multiplication Algorithms, Division Algorilhms and
Floating-Point Arithmetic Operations, Decimal Arithmetic Unit, Decimal Arithmetic Operations.
(ch-6,8 & l0).

Unit - IV! lS Hrs.
lnput-output organization: Peripheral Devices, Input-oulput inteface, Asynchronous Data Transt'er,
Modes of Transfer, Priority interrupt, Direct Memory Access (DMA), inpui-output processors (lOp),
Serial communicatio11.
Pipeline and vector Processing: Paraler processing. pipelining, Arithmetic pipelines, rnstruction
Pipelines and RISC Pipelines, Vector Processing. (Ch-l1 & 9).

Prescribcd Books:
l. Computer System Architecture, M. Morris Mano, prenrice Hall oflndia pvr. Ltd., Third Ediriou,

Sept. 2017

I
2

3

4

5

6

7
IJ.

Ileferencc Books:

COURStr OUTCOMEST At thc eDd ofthe course students will bc able 10

ulderstanding of hardware architectule and optimizing system performance.

PERSON

Andrew S. Tanenbaum, Structured Computer Organization, 2021
William Stallings, Computer Organization and Architecture, 2021
ZviKohavi, Nimj K. Jha, Switchirg and Finite Automara Theory 2012
Sajjan C. Shiva. Compurer Organiiarion. Design and Archirecrure, 2014
DavidA. Pattemon, John L. Hennessy, Computer Organization Design 2013
Sivarama P. Dandamudi, Fundamentals ofComputer Organization and Design 2013
David Money Hanis, Sarah L. Harris, Digital Design and Computer Architecture 2012
Cad Hanlacher, Zvo[ko Vranesic, Safwat Zaky, Computer OrgaDization and Embedded Systents 20] I

CS403(A) COI: Basic structure ofdigital computer and its functions.
CS403(A) CO2: Understand digital components and micro-operations.
CS403(A) CO3: Micro programming operations and CpU organization.
CS403(A) CO4: Undemtand Memory organization and I/O device processing.

Employability Aspectt Computer orgalization skilis enhance employability by providing a rleep

c
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COURSE OBJECTM,. To enable studerts with rhe concepts of distributed environmerlt, uses,
replications and security issues.

UNIT-WEE COURSE OBJECTIVES:
CObl: To inculcate knowledge on Hardware requirement ofdistributed systems and its pr.occss.
COb2: To demonstrate the concepts ofcommunication, naming, aud sytcirronization issues.
COb3r To inculcate knowledge on replication consistency, fauit tolerance and security issues.
COb4: To illustrate the concepts relared to distributed file system and web based systims.

Unit - I: l5 Hrs.
Introduction: definition ofa distributed system, goals, types ofdistributed systems.
Architccturcs; architectual styles, system architectures (centralized, Multi Layered). rrchitectures
versus middleware, self-management in distributed systems (The Feedback Control Model).
Processes: threads. visualization. clients. servers, code migration (Approaches to Code Migration,
Migratiol and Local Resources). (Ch-1,2 &3). -

BTIAVAN'S VIVEKANANDA COLLEGE
OT SCIENCE, HUMANITIES AND COMMERCE

(Reaccredited with ,A' gradc by NAAC)
Autonomous College - Affiliated lo Osmania Univcrsity

Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (rv.e. f .2025-2026)

COURSE NAME: DISTRIBUTED SYSTEMS

PAPER CODB: CS,|03(B)
YEAWSEMESI ItR: It/IV

PPWi 4

NO. O[ CRIiDITS: 4

Unit - lI:
Communication; Remote procedure Call. Message-orieDted

l5 Hrs.
conllrrunicalion. Shealn-oriented

Communitation. Multicast Communication (Applicatiou-Level Multicasting).
Naming: tames, identifiers and addresses, flat naming (Simple Solutions, Horne-Based Appro
structured naming (Name Spaces), attribute-based naming.
Synchronization: clock synchronization. logical clocks. mutual exclusion (Decentralized and
tung Algorithms), global positioning ofnodes. election algorithms. (Ch_ 4,5 & 6).
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Unit - III: 15 Hrs.
Consistency and Replication: introduction. data-centric co'sistency models, client-centric consistency
models._ replica management, consistency protocols (primary-Based protocols, Replicated -Write
Protocols).

Fault rolerance: 
.introduction, process resilience (Design Issues, Fairure detection), reiiable crient

:::]:I,::]iTr?i"",i"", retiabte group communication (Scalability in Reliable Multicasting), distriburedcomnul (lwo phase commil). recovery-inlroduction. recoveq _orienled cotnprrlillg.
S€curity: lntroduclion to security-Cryplography. secure charrnels. access conlr.o'i. sectrrity nrln.rgerncnt.(ch-7,8&9).

Unit - IV: 
15 Hrs.Distributed object-Based Systems: architecture processes, conmunicatior, naming. sync)uonization.

consistency and replication, fault tolerance, security.
Distributed File systems: architecture, process, communication, naming, synchronization, consistency
and replication, fault tolerance, security.
Distributed web-based Syste's: architecture, process, communication. naming, synchronization,
aonsistency and replication, fault tolerance, security. (Ch-l1, 12 & l3).

Prescribed Book:
l. Andrerv S. Tanenbaum, Maarten Van Steen, Distributed Systems _ principles and paradigms (2e).

ReferencqBooks: 2006

L Sukumar Ghosh, Distributed Systems An Algorithmic Approach.2Ol4
2. Joel M. Crichlow, Distributed Systems Computing OveiNetworks. 2014
3. Kai Hwang, Distributed arld Cloud Computing from parallel processing to Internet ofThings.20l 1
4.Ajay D. Kshemkalyani, Mukesh Singhal, Distributed Computing principles, Algor.ithns, arid

Systems. 2011
5. GeoJge Coulouds, Jean Dollimore, Tim Kindberg, Gordon Blair, Distributed Systems Conqepts

and Design. 201I

COURSE OUTCOMES: At the end ofthe course students will be able to:

CS403(B) CO1: Corelate the traditional clien senerard distributed system functions.
CS403(B) CO2:.Comprehend processes communication, narning and different syncbronization

lssues.
CS403(B) CO3: Analyze data consistency, fault tolerance and security issues.
cs403(B) co4: Acquire knowledge on distributed objecFbased enviionment and distdbuted web, based systems.

Employability Aspect: skills in distdbuted systems enhance employability by faciritatirg the crearion
and management ofscalable, reliable, and eflcient networked applicatious.
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMNIERCE
(Reaccredited with ,A, grade by NAAC)

Autonomous College - Affiliated to Osmania Universitv
Department of Compute r Science

PROGRAM NAME: M.Sc. (Computer Science), (we. f .2025_2026)

, COURSE NAME: MACHINI LEARNING

PAPEII CODIi: CS.l03(C)
YEAR/SEXIESTER: IIlIV

PPW: 4
NO. OF CREDITS: I

COURSE OBJECTIVE.. To enable students wirh the concepts of Maclrine Leaning.

UNIT-WISE COURSE OBJECTIVES:

CObl: To dcmonstrate the concepts ofBayes Decision Theory and linear machines.
COb2: To leam the Decision tree and Instance based Leaming.
COb3: To describe the limitatiorc, Improvements, and assessments ofmachine leaminp
COb4: To Analyze Vector machines.

[.r
N^,^t^)

Unit - I: 15 [rs.
overvierv{nd IDtroduction to Bayes Decision Theory: Machine intefligence and appricatiorls. patrem
recognition concepls classification. regressiou. featue selection, supervised reaning class collditioflal
probability distributions. Examples of classihers layers optimar classifier aul e.or, learning
classifi cation approaches.

Lilear machines: General and lineal discriminants. decision regions. single layer treuml network,
Linear separability. general gradient descent. perceptron Learning algorithur. mean square cr.ite.ion and
widrow-HolT leaming algorithm; multi-Layer perceptions: two-layers universal approximators,
backpropagation learning, onJine, off-line enor surface, important parameters.

Unit - II: 15 Hrs.
Learning decision trecsl Inference model, general domains. symbolic decision tlees, consistency,
leaming trees from training examples enhopy. mutual ir)ibmation. rD3 a)gorith,r criterion. c4.5
algorithm continuous test nodes, confidence, pruning. learning rvith incomplete data.
Ittstancc-based Leartring: Nearest neighbor classification. k-nearest neighbor, nearest neighbor error
probability

c ENSON
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Unit - III9 
15 Hrs.

Machine lcarning concepts and limitrtions: Leaming theory, formal model of the leamable. sample
complexity, leaming in zero-bayes and realizable case, VC-dimension. fundamental algorithm
independent concepts, hypothesis class. target class. inductive bias. occam,s razor. empi cal risk,
limitations ofinference machines, approximation and estimation erors. Trade_of}.
Machine learning assessment and Improvement: slatistical model selection. structural risk
minimization. bootstrapping. bagging. boosting.

Unit - IV: t5 Hrs.
Support Vector Machines: Margin ofa classifier, dual perceptron algoritlun. learning nonlinear
hypotheses with perceptron kemel functions, implicit nonJinear feature space. theory, zgro,Bayes.
realizable infinite hypothesis class. finite covering, nargin-based bounds on risk, maximal margin
classifier.

Prescribed Books:
l. E. Alpaydin, Intoduction to Machine Leaming. prentice Hall o f lIldia,3e/4e,2020
2. T. M. Mitchell, Machine Learning. McGraw-Hill, 1997.

Reference Books:
l. C. M. Bishop, Pattem Recognition and Machine Leaming, Splinger.2006.
2. R. O. Duda, P. E. Hart, and D.G. Stork. pattem Classification. John Wiley and Sons. 2001.
3. Vladirnir N. Vapnik, Statistical Learning Theory, John Wiley, and Sons. Ig98.
4. J. Shawe-Taylor and N. Cristiani, Cambridge. Introduction to Suppon Vector Machines, University
Press 2000.

COURSf, OUTCOMES: At the end ofthe course studenls will be able to

CS403(C).CO1: To relate and understand Bayes Decision Theory and linear machines.
CS403(C) CO2: To relate and understand Decision tree and Instance based Learuing.
CS403(C) CO3: To relate and understand limitations, Improvements and assessments ofmachire

leaming.
CS403(C) CO4: To Analyze and understand Vector machines.

Employability Aspect: Machine learning skills boost employability by ernpowering the creation ol.
predictive models and data-driven solutious
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BHAVAN'S VIVEKANANDA COLLEGE
." OF SCIENCf,, HUMANITIES AND COM1VIERCE

(Reaccredited with .A, grade by NAAC)
Autonomous College - Affiliated to Osmania University

Department of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (tv.e,f. 2025-2026)

COURSE NAME: DATA SCIENCE WITH R LAB

PAPER CODIi: CS,l0lP
YEAR/SEMESTER: II/IV

PPW: it
NO. OF CREDITS: 2

COURSE OBJECTIYE: To enable students with the colcepts of Data Visualization Techniques and
Machine Leaming algorirhms using R Programming.

CObl: To" understand and apply basic arithmetic, logical operations, loops, corditional statements, and
data stuctures in R.

cob2: To explore data visualizatior techniques, statistical analysis, handlirg missing/outlier/invalid
values, and implementing machine leaming algorithms in R.

Week-1:

Week-2:

Week-5
5. Demonstrate the process ofcreating a user defined t'unction in R.
6. a) Write an R script to change the structure of a Data frame.

b) Write an R script to expand a Data frame.

L Download and lnstall R-Programming Environment and Install packages using install.
Packageso command in R,

Il. Learn all the basics of R-Programming (Data types, Variables, Operators, Loops,
Conditional Statements etc, ), Write R scripts to deuonstrale the saDre.

Week-3:
l. a) Perform some arithmetic and logical operations i[ R.

b) Write a program to find list of even numbers from I to n using R-Loops.
2. a) Write a program to join columns and rows in a data frame using cbind0 and rbind0 in R.

b) Imnlenent differ€nt String Manipulation functions in R.

Week-4:
3. a) Implement different data skuctures in R (Vectors, Lists, Data Frames)

b) Write a program to read a csv file and analyze the data in the file in R.
4. a) Create pie chart and bar chart using R.

@tsrihvffi
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Week-6:
7. a) Write an R script to convert a vector to factors

b) Write an R script to demonstrate R objects.

Week 7:
8 Demonstrate the following aggregate functions in R: sum. mean. count, min, n1ax

Week-8:
9. Write an R script to read and write different files.

Week-9: .
10. a) Write an R script to find subset of a dataset.

b) Elucidate the process ofdata exploration in R using rcadQ, summaryQ, mow0, ncol(), str0.

Week-10:
1 l. a) Wdle an R script to handle missing values in a dataset.

b) Wlire an R script lo handle ourliers.
c) Write arl R script to handle invalid values.

Week-I1:
12. a) Visualize iris dataset using mosaic plot.

b) Visualize conelation betweerr sepai length and petal length in iris data set using scatter- plot.

Week-12:
13. Linear Regression: Consider the following mice data:

HEight: 140. t42, t 50, t 4j , t3g, t s2, 154. t3s. t 49. t 47 .

Weighr:59, 6t. 66.62, 57, 68, 69,58. 63. 62.
Derive relationship coe(ficienls and summary for the above data

Week-I3:
14- Considcr the above data and predict the weight of a mouse for a given height and plor rhe resulrs
using a graph.

Week-14:
15. Time Series: write R script to decompose time series data into random, trend and seasolal data.

COURSE OUTCOMES: At the erd ofthe course students wili be able to:
CS404P COl; Demonstrate competence in using R for the basic programming tasks, inclLrclillg

arithmetic operations, logical operations, loops, and conditional statements.

CS,l04P Cp2r Apply advanced data handling techniques such as handling missing/outlier/invalid
values, creating subsets, exploring data using summary statistics, and perfonning
machine leaming
decomposition.

tasks Iike linear regression, logistic regression, and sefles
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BHAVAN'S VIVEKANANDA COLLEGE

OF SCIENCE, HUMANITIES AND COMMERCE
(Reaccredited with .A, gradc bv NAAC)

Aulonomous College - Afliliured ro Osmania University
Depqrtmrl nt of Computer Science

PROGRAM NAME: M.Sc. (Computer Science), (w.c.f .2025_20261

COURStr NAMtr: PROJECT WORt(

PAPER CODE: CS402P
YEATUSEMESTER: IUIV

Finally, students must submit
the time ol'the Extemal Viva.

COURSE OBJECTM: The main objective is to ernpower studelts with opportunities ibr hands_on
experience, encouraging them to apply theoretical knowlcdge to real_worlj proiects. fosrcrirg skill
development, innovation and problen1-solving capabilities.

Ii: l::11 semester is exclusively. meant for project work. Each student must complere a project
rndrvrdually or in a group of two or tlree members o\ er a span of l5 weeks.

By the end ofthe second week, students must subnir a project synopsis in consultation rvith rheir gr.ride.
The synopsis should include the problem definition, scope ot.tne project, and a plan of action.
After eight weeks, students must give a project Seminar covering the probleni analysis, system dcsign,
and implementation details.
At the end ofthe semester, students will aftend a university viva-voce. For intemai assessment (cIA),
a committee oftwo faculty members and the guide will evaluate the project.
Each student must:

. Subn t a one- or two-page synopsis for the notice board.. Give a 2o-minute presentation followed by a lo_lninute discussiol. Submit a technical write-up about the project.
CIA marks will be based on:

. Quality of the synopsis

. Presentationperfomance

. Technical write-up
The Project Seminar should include:

. Problem definition and specifications

. Literature review and familiarity with current research. Knowledge oftools and techniques to solve the problem

. A u,ork plan with activity charts (bar or Gantt charts). Good oral and written communication skills

l'PW: l2
NO. OF CREDITS: 6

the fu1al project reporl, formatted as per the departmenr,s guidelines, at

CHAIRPERSON
BOS in Computer Science

Bhavan's Vivekananda Colleos
Sainikpuri
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